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0 INTRODUCTION 4

0 Introduction

Representaiton theory is the theory of how groups act as groups of linear
transformations on vector spaces.

Here the groups are either finite, or compact topological groups (infinite), for
example, SU(n) and O(n). The vector spaces we conside are finite dimensional,
and usually over C. Actions are linear (see below).

Some books: James-Liebeck (CUP); Alperin-Bell (Springer); Charles Thomas,
Representations of finite and Lie groups; Onlne notes: SM, Teleman; P.Webb A
course in finite group representation theory (CUP); Charlie Curtis, Pioneers of
representation theory (history).
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1 Group actions

Throughout this course, if not specified otherwise:
• F is a field, usually C, R or Q. When the field is one of these, we are discussing
ordinary representation theory. Sometimes F = Fp or F̄p (algebraic closure, see
Galois Theory), in which case the theory is called modular representation theory ;
• V is a vector space over F , always finite dimensional;
GL(V ) = {θ : V → V, θ linear, invertible}, i.e. det θ 6= 0.

Recall from Linear Algebra:
If dimF V = n < ∞, choose basis e1, ..., en over F , so we can identify it with
Fn. Then θ ∈ GL(V ) corresponds to an n × n matrix Aθ = (aij), where
θ(ej) =

∑
i aijei. In fact, we have Aθ ∈ GLn(F ), the general linear group.

(1.1) GL(V ) ∼= GLn(F ) as groups by θ → Aθ (Aθ1θ2 = Aθ1Aθ2 and bijection).
Choosing different basis gives different isomorphism to GLn(F ), but:

(1.2) Matrices A1, A2 represent the same element of GL(V ) w.r.t different bases
iff they are conjugate (similar), i.e. ∃X ∈ GLn(F ) s.t. A2 = XA1X

−1.

Recall that tr(A) =
∑
i aii where A = (aij), the trace of A.

(1.3) tr(XAX−1) = tr(A), hence we can define tr(θ) = tr(Aθ1) independent of
basis.

(1.4) Let α ∈ GL(V ) where V in f.d. over C, with αm = ι for some m (here ι is
the identity map). Then α is diagonalisable.

Recall EndV is the set of all ilnear maps V → V , e.g. End(Fn) = Mn(F ) some
n× n matrices.

(1.5) Proposition. Take V f.d. over C, α ∈ End(V ). Then α is diagonalisable
iff there exists a polynomial f with distinct linear factors with f(α) = 0. For

example, in (1.4), where αm = ι, we take f = Xm − 1 =
∏m−1
j=0 (X − ωj) where

ω = e2πi/m is the (mth) root of unity. In fact we have:

(1.4)* A finite family of commuting separately diagonalisable automorphisms of
a C-vector space can be simultaneously diagonalised (useful in abelian groups).

Recall from Group Theory:
(1.6) The symmetric group, Sn = Sym(X) on the set X = {1, ..., n} is the set of
all permutations of X. |Sn| = n!. The alternating group An on X is the set of
products of an even number of transpositions (2-cycles). |An| = n!

2 .

(1.7) Cyclic groups of order m: Cm =< x : xm = 1 >. For example, (Z/mZ,+);
also, the group of mth roots of unity in C (inside GL1(C) = C∗, the multiplicative
group of C). We also have the group of rotations, centre O of regular m−gon in
R2 (inside GL2(R)).

(1.8) Dihedral groups D2m of order 2m =< x, y : xm = y2 = 1, yxy−1 = x−1 >.
Think of this as the set of rotations and reflections preserving a regular m-gon.
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(1.9) Quaternion group, Q8 =< x, y|x4 = 1, y2 = x2, yxy−1 = x−1 > of order
8. For example, in GL2(C), put i =

(
i 0
0 i

)
, j =

(
0 1
−1 0

)
, k =

(
0 i
i 0

)
, then Q8 =

{±I2,±i,±j,±k}.

(1.10) The conjugacy class (ccls) of g ∈ G is CG(g) = {xgx−1 : x ∈ G}. Then
|CG(g)| = |G : CG(g)|, where CG(g) = {x ∈ G : xg = gx}, the centraliser of
g ∈ G.

(1.11) Let G be a group, X be a set. G acts on X if there exists a map
· : G×X → X by (g, x) → g · x for g ∈ G, x ∈ X, s.t. 1 · x = x for all x ∈ X,
(gh) · x = g · (h · x) for all g, h ∈ G, x ∈ X.

(1.12) Given an action of G on X, we obtain a homomorphism θ : G→ Sym(X),
called the permutation representation of G.

Proof. For g ∈ G, the function θg : X → X by x→ gx is a permutation on X,
with inverse θg−1 . Moreover, ∀g1, g2 ∈ G, θg1g2 = θg1θg2 since (g1g2)x = g1(g2x)
for x ∈ X.
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2 Basic Definitions

2.1 Representations

Let G be finite, F be a field, usually C.

Definition. (2.1)
Let V be a f.d. vector space over F . A (linear, in some books) representation of
G on V is a group homomorphism

ρ = ρV :G → GL(V )

Write ρg for the image ρV (g); so for each g ∈ G, ρg ∈ GL(V ), and ρg1g2 = ρg1ρg2 ,
and (ρg)

−1 = ρg−1 .
The dimension (or degree) of ρ is dimF V .

(2.2) Recall ker ρ/G (kernel is a normal subgroup), and G/ ker ρ ∼= ρ(G) ≤ GL(V )
(1st isomorphism theorem). We say ρ is faithful if ker ρ = 1.

An alternative (and equivalent) approach is to observe that a representation of
G on V is ”the same as” a linear action of G:

Definition. (2.3)
G acts linearly on V if there exists a linear action

G× V → V

(g, v)→ gv

By linear action we mean: (action) (g1g2)v = g1(g2v), 1v = v ∀g1, g2 ∈ G, v ∈ V ,
and (linear) g(v1 + v2) = gv1 + gv2, g(λv) = λgv ∀g ∈ G, v1, v2 ∈ V, λ ∈ F .
Now if G acts linearly on V , the map

G→ GL(V )

g → ρg

with ρg : v → gv is a representation of G. Conversely, given a representation
ρ : G→ GL(V ), we have a linear action of G on V via g ·v := ρ(g)v ∀v ∈ V, g ∈ G.

(2.4) In (2.3) we also say that V is a G-space or that V is a G-module. In fact if
we define the group algebra FG, or F [G], to be {

∑
αjg : αj ∈ F} with natural

addition and multiplication, then V is actually a FG-module (in the sense from
GRM).

(2.5) R is a matrix representation of G of degree n if R is a homomorphism
G→ GLn(F ). Given representation ρ : G→ GL(V ) with dimF V = n, fix basis
B; we get matrix representation

G→ GLn(F )

g → [ρ(g)]B
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Conversely, given matrix representation R : G→ GLn(F ), we get representation

ρ : G→ GL(Fn)

g → ρg

via ρg(v) = Rgv where Rg is the matrix of g.

Example. (2.6)
Given any group G, take V = F the 1-dimensional space, and

ρ : G→ GL(F )

g → (id : F → F )

is known as the trivial representation of G. So deg ρ = 1 (dimF F = 1).

Example. (2.7)
Let G = C4 =< x : x4 = 1 >. Let n = 2, and F = C. Note that any R : x→ X
will determine xj → Xj as it is a homomorphism, and also we need X4 = I. So
we can take X to be diagonal matrix – any such with diagonal entries a root to
x4 = 1, i.e. {±1,±i}, or if X is not diagonal then it will be similar to a diagonal
matrix by (1.4) (X4 = I).

2.2 Equivalent representations

Definition. (2.8)
Fix G,F . Let V, V ′ be F -spaces, and ρ : G→ GL(V ), ρ′ : G→ GL(V ′) which
are representations of G. The linear map φ : V → V ′ is a G-homomorphism if

φρ(g) = ρ′(g)φ∀g ∈ G(∗)

We can understand this more by the following diagram:
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We say φ intertwines ρ, ρ′. Write HomG(V, V ′) for the F -space of all these.
φ is a G-isomorphism if it is also bijective; if such φ exists, ρ, ρ′ are isomor-
phic/equivalent representations. If φ is a G-isomorphism, we can write (∗) as
ρ′ = φρφ−1.

Lemma. (2.9)
The relation ”being isomorphic” is an equivalent relation on the set of all
representations of G (over F ).

Remark. (2.10)
If ρ, ρ′ are isomorphic representations, they have the same dimension.

The converse may be false: C4 has four non-isomorphic 1-dimensional represen-
tations: if ω = e2πi/4 then they are ρj(x

i) = ωij (0 ≤ i ≤ 3).

Remark. (2.11)
Given G, V over F of dimension n and ρ : G→ GL(V ). Fix basis B for V : we
get a linear isomorphism

φ : V → Fn

v → [v]B

and we get a representation ρ′ : G→ GL(Fn) isomorphic to ρ:

(2.12) In terms of matrix representations, we have

R : G→ GLn(F ),

R′ : G→ GLn(F )

are (G)-isomorphic or equivalent if there exists a nonsingular matrix X ∈ GLn(F )
with R′(g) = XR(g)X−1 ∀g ∈ G.

In terms of linear G-actions, the actions of G on V ,V ′ are G-isomorphic if there
exists isomorphisms φ : V → V ′ such that g : φ(v) = φ(gv) ∀v ∈ V, g ∈ G.
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2.3 Subrepresentations

Definition. (2.13)
Let ρ : G→ GL(V ) be a representation of G. We say W ≤ V is a G-subspace if
it’s a subspace and it is ρ(G)-invariant, i.e. ρg(W ) ≤W∀g ∈ G. Obviously {0}
and V are G-subspaces, however.
ρ is irreducible/simple representation if there are no proper G-subspaces.

Example. (2.14)
Any 1-dimensional representation of G is irreducible, but not conversely, e.g. D8

has 2-dimensional C-irreducible representation.

(2.15) In definition (2.13), if W is a G-subspace, then the corresponding map

G→ GL(W )

g → ρ(g)|W

is a representation of G, a subrepresentation of ρ.

Lemma. (2.16)
In definition (2.13), given ρ : G→ GL(V ), if W is a G-subspace of V and if B =
{v1, ..., vn} is a basis containing basis B1 = {v1, ..., vm} of W (0 < m < n) then
the matrix of ρ(g) w.r.t. B has block upper triangular form as the graph below, for

each g ∈ G.

Example. (2.17)
(i) The irreducible representations of C4 = 〈x : x4 = 1〉 are all 1-dimensional and
four of these are x→ i, x→ −1, x→ −i, x→ 1. In general, Cm = 〈x : xm = 1〉
has precisely m irreducible complex representations, all of dimension 1. In fact,
all complex irreducible representations of a finite abelian group are 1-dimensional
(use (1.4)* or see (4.4) below).
(ii) G = D6: any irreducible C-representation has dimension ≤ 2.
Let ρ : G → GL(V ) be irreducible G-representation. Let r, s be rotation and
reflection in D6 respectively. Let V be eigenvector of ρ(r). So ρ(r)v = λv
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for some λ 6= 0. Let W = span{v, ρ(s)v} ≤ V . Since ρ(s)ρ(s)v = v and
ρ(r)ρ(s)v = ρ(s)ρ(r)−1v = λ−1ρ(s)v, both of which are in W ; so W is G-
invariant, i.e. a G-subspace. Since V is irreducible, W = V .

Definition. (2.18)
We say at ρ : G → GL(V ) is decomposable if there are proper G-invariant
subspaces U,W with V = U ⊕W . Say ρ is direct sum ρU ⊕ ρW . If no such
decomposition exists, we say that ρ is indecomposable.

Lemma. (2.19)
Suppose ρ : G → GL(V ) is decomposable with G-invariant decomposition
V = U ⊕W . If B is a basis {u1, ..., uk︸ ︷︷ ︸

B1

, w1, ..., wl︸ ︷︷ ︸
B2

} of V consisting of basis of U

and basis of W , then w.r.t. B, ρ(g)B is a block diagonal matrix ∀g ∈ G as

ρ(g)B =

(
[ρW (g)]B1 0

0 [ρW (g)]B2

)
Definition. (2.20)
If ρ : G→ GL(V ), ρ′ : G→ GL(V ′), the direct sum of ρ, ρ′ is

ρ⊕ ρ′ : G→ GL(V ⊕ V ′)

where ρ⊕ ρ′(g)(v1 + v2) = ρ(g)v1 + ρ′(g)v2, a block diagonal action. For matrix
representations R : G → GLn(F ), R′ : G → GLn′(F ), define R ⊕ R′ : G →
GLn+n′(F ):

g →
(
R(g) 0

0 R′(g)

)
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3 Complete reducibility and Maschke’s theorem

Definition. (3.1)
A representation ρ : G → GL(V ) is completely reducible, or semisimple, if it
is a direct sum of irreducible representations. Evidently, irreducible implies
completely reducible (lol).

Remark. (3.2)
(1) The converse is false;
(2) See sheet 1 Q3: C-representation of Z is not completely reducible and also
representation of Cp over Fp is not c.r..

Fron now on, take G finite and char F = 0.

Theorem. (3.3)
Every f.d. representation V of a finite group over a field of char 0 is completely
reducible, i.e.

V ∼= V1 ⊕ ...⊕ Vr
is a direct sum of representations, each Vi irreducible.

It is enough to prove:

Theorem. (3.4 Maschke’s theorem, 1899)
Let G be finite, ρ : G → GL(V ) a f.d. representation, char F = 0. If W is a
G-subspace of V , then there exists a G-subspace U of V s.t. V = W ⊕ U , a
direct sum of G-subspaces.

Proof. (1)
Let W ′ be any vector subspace complement of W in V , i.e. V = W ⊕W ′ as
vector spaces, and W ∩W ′ = 0. Let q : V →W be th projection of V onto W
along W ′ (ker q = W ′), i.e. if v = w + w′ then q(v) = w. Define

q̄ : v → 1

|G|
∑
g∈G

gq(g−1v)

the ’average’ of q over G. Note that in order for 1
|G| to exists, we need char F = 0.

It still works if char F - |G|.
Claim (1): q̄ : V →W : For v ∈ V , g(q−1v) ∈W and gW ≤W ;
Claim (2): q̄(w) = w for w ∈W :

q̄(w) =
1

|G|
∑
g∈G

gq(g−1w) =
1

|G|
∑

g(g−1w) =
1

|G|
∑

w = w

So these two claims imply that q̄ projects V onto W .
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Claim (3) If h ∈ G then hq̄(v) = q̄(hv) (v ∈ V ):

hq̄(v) = h
1

|G|
∑
g

g · q(g−1v)

=
1

|G|
∑
g

hgq(g−1v)

=
1

|G|
∑

(hg)q((hg)−1hv)

=
1

|G|
∑
g

gq(g−1(hv))

= q̄(hv

= q̄(hv))

We’ll then show that the kernel of this map is G-invariant, so this gives a
G-summand on Thursday.

Let’s now show ker q̄ is G-invariant. If v ∈ ker q̄, then hq̄(v) = 0 = q̄(hv), so
hv ∈ ker q̄. Thus V = imq̄ ⊕ ker q̄ = W ⊕ ker q̄ is a G-subspace decomposition.

We can deduce (3.3) from (3.4) by induction on dimV . If dimV = 0 or V
is irreducible, then result is clear. Otherwise, V has non-trivial G-invariant
subspace, W . Then by (3.4), there exists G-invariant complement U s.t. V =
U ⊕W as representations of G. But dimU,dimW < dimV . So by induction
they can be broken up into direct sum of irreducible subrepresentations.

The second proof uses inner products, hence we need to take F = C and can be
generalised to compact groups in section 15.
Recall, for V a C-space, 〈, 〉 is a Hermitian inner product if
(a) 〈w, v〉 = 〈v, w〉 ∀v, w (Hermitian);
(b) linear in RHS (sesquilinear);
(c) 〈v, v〉 > 0 iff v 6= 0 (positvie definite).

Additionally, 〈, 〉 is G-invariant if
(d) 〈gv, gw〉 = 〈v, w〉 ∀v, w ∈ V, g ∈ G.

Note if W is G-invariant subspace of V , with G-invariant inner product, then
W⊥ is also G-invariant, and V ⊕W⊥. For all v ∈ W⊥, g ∈ G, we have to
show that gv ∈ W⊥. But v ∈ W⊥ ⇐⇒ 〈v, w〉 = 0∀w ∈ W . Thus by (d),
〈gv, gw〉 = 0 ∀g ∈ G∀w ∈W . Hence 〈gv, w′〉 = 0 ∀w′ ∈W . Since we can choose
w = g−1w′ ∈W by G-invariance of W . Thus gv ∈W⊥ since g was arbitrary.

Hence if there is a G-invariant inner product on any G-space, we get another
proof of Maschke’s theorem:

(3.4*) (Weyl’s unitary trick)
Let ρ be a complex representation of the finite group G on the C-space V . Then
there is a G-invariant Hermitian inner product on V .

Remark. Recall the unitary group U(V ) on V : {f ∈ GL(V ) : (fu, fv) =
(u, v)∀u, v ∈ V } = {A ∈ GLn(C) : AĀT = I}(= U(n)) by choosing orthonormal
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basis.
Sheet 1 Q.12: any finite subgroup of GLn(C) is conjugate to a subgroup of U(n).

Proof. (2)
There exist an inner product on V : take basis e1, ..., en and define (ei, ej) = δij ,
extended sesquilinearly. Now

〈v, w〉 :=
1

|G|
∑
g∈G

(gv, gw)

we claim that 〈, 〉 is sesquilinear, positive definite and G-invariant: if h ∈ G, then

〈hv, hw〉 =
1

|G|
∑
g∈G

((gh)v, (gh)w)

=
1

|G|
∑
g′∈G

(g′v, g′w)

= 〈v, w〉

for all v, w ∈ V .

Definition. (3.5, the regular representation)
Recall group algebra of G is F -space FG = span{eg : g ∈ G}. There is a linear
G-action

h ∈ G, h
∑
g∈G

ageg =
∑
g∈G

agehg(=
∑
g′∈G

ah−1g′eg′)

ρreg is the corresponding representation, the regular representation of G. This
is faithful of dim |G|. FG is the regular module.

Proposition. Let ρ be an irreducible representation of G over a field of charac-
teristic 0. Then ρ is isomorphic to a subrepresentation of ρreg.

Proof. Take ρ : G ∈ GL(V ) irreducible and let 0 6= v ∈ V . Let θ : FG→ V by∑
ageg →

∑
aggv. Check this is a G-homomorphism. Now V is irreducible so

imθ = V (since imθ is a G-subspace).

Also ker θ is G-subspace of FG. Let W be G-complement of ker θ in FG
(Maschke), so that W < FG is G-subspace and FG = ker θ ⊕W . Thus W ∼=
FG/ ker θ ∼= (G− isomorphism)imθ ∼= V .

More generally,

Definition. (3.7)
Let F be a field. Let G act on set X. Let FX = span{ex : x ∈ X} with G-action

g(
∑

axex) =
∑

axegx

The representation G→ GL(V ) where V = FX is the corresponding permutation
representation. See section 7.
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4 Schur’s lemma

It’s really unfair that such an important result is only remembered by a lemma,
so we shall call it a theorem.

Theorem. (4.1, Schur)
(a) Assume V,W are irreducibleG-spaces over field F . Then anyG-homomorphism
θ : V →W is either 0 or an isomorphism.
(b) Assume F is algebraically closed, and let V be an irreducible G-space. Then
any G-endomorphism V → V is a scalar multiple of the identity map ιV .

Proof. (a) Let θ : V →W be a G-homomorphism. Then ker θ is G subspace of
V and, since V is irreducible, we get ker θ = 0 or ker θ = V .
And imθ is G-subspace of W , so as W is irreducible, imθ is either 0 or W .
Hence, either θ = 0 or θ is injective and surjective, hence isomorphism.
(b) Since F is algebraically closed, θ has an eigenvalue, λ. Then θ−λι is singular
G-endomorphism of V , but it cannot be an isomorphism, so it is 0 (by (a)). So
θ = λιV .

Recall from (2.8), the F -space HomG(V,W ) of all G-homomorphisms V →W .
Write EndG(V ) for the G-endomorphisms of V .

Corollary. (4.2)
If V,W are irreducible complex G-spaces, then

dimCHomG(V,W ) =

{
1 if V,W are G− isomorphic
0 otherwise

Proof. If V,W are not G-isomorphic then the only G-homomorphism V →W is
0 by (4.1). Assume v ∼=G W and θ1, θ− 2 ∈ HomG(V,W ), both non-zero. Then
θ2 is invertible by (4.1), and θ−12 θ1 ∈ EndG(V ), and non-zero, so θ−12 θ1 = λιV
for some λ ∈ C. Hence θ1 = λθ2.

Corollary. (4.3)
If finite group G has a faithful complex irreducible representation, then Z(G),
the centre of the group, is cyclic.
Note that the converse is false (Sheet 1, Q10).

Proof. Let ρ : G→ GL(V ) be faithful irreducible complex representation. Let
z ∈ Z(G), so zg = gz ∀g ∈ G, hence the map φz : v → z(v) (v ∈ V ) is G-
endomorphism of V , hence is multiplication by scalar µz, say.
By Schur’s lemma, z(v) = µzv ∀v. Then the map

Z(G)→ C∗ (multiplicative group)

z → µz

is a representation of Z and is faithful, since ρ is. Thus Z(G) is isomorphic to
some finite subgroup of C∗, so is cyclic.
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Let’s now consider representation of finite abelian groups.

Corollary. (4.4)
The irreducible C-representations of a finite abelian group are all 1-dimensional.

Proof. Either : use (1.4)* to invoke simultaneous diagonalisation: if v is an
eigenvector for each g ∈ G, and if V is irreducible, then V = 〈v〉.
Or : Let V be an irreducible C-representation. For g ∈ G, the map

θg :V → v

v → gv

is a G-endomorphism of V , and as V irreducible, θg = λgιV for some λg ∈ C.
Thus gv = λgv for any g ∈ G (so 〈v〉 is a G-subspace of V ). Thus as 0 6= V is
irreducible, V = 〈v〉, which is 1-dimensional.

Remark. Schur’s lemma fails over non-algebraically closed field, in particular,
over R. For example, let’s consider the cyclic group C3. It has 2 irreducible R-
representations, one of dimension 1 (maps everything to 1) and one of dimension
2(imo consider C as a dimension 2 space over R, then map the generator to
the 3rd root of unity?) (so ’contradicting’ with Schur’s lemma via the corollary
above).
Recall that every finite abelian group G is isomorphic to a product of cyclic
groups (see GRM). For example, C6 = C2 × C3. In fact, it can be written as
a product of Cpα for various primes p and α ≥ 1, and the factors are uniquely
determined up to reordering.

Proposition. (4.5)
The finite abelian group G = Cn1

× ... × Cnr has precisely |G| irreducible
C-representations, as described below:

Proof. Write G = 〈x1〉 × ...〈xr〉 where |xj | = nj . Suppose ρ is irreducible, so by
(4.4), it’s 1-dimensional: ρ : G→ C∗.
Let ρ(1, ..., xj , ..., 1) (all 1 apart from the jth entry) be λj . Then λ

nj
j = 1, so λj

is a nj-th root of unity. Now, the values (λ1, ..., λr) determine ρ:

ρ(xj11 , ..., x
jr
r ) = λj11 ...λ

jr
r

thus ρ↔ (λ1, ..., λr) with λ
nj
j = 1 ∀j; we have n1...nr such r-tuples, each giving

1-dimensional representation.

Example. (4.6)
ConsiderG = C4 = 〈x〉. We could have ρ1(x) = 1, ρ2(x) = i, ρ3(x) = −1, ρ4(x) =
−i.

Warning: There is no ”natural” 1-1 correspondence between the elements of G
and the representations of G (G-finite abelian). If you choose an isomorphism
G ∼= Ca1 × ...× Car , then we can identify the two sets (elements of groups and
representations of G), but it depends on the choice of isomorphism.

Isotypical decomposition:
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Recall any diagonalisable endomorphism α : V → V gives eigenspace decompo-
sition of V ∼= ⊕λV (λ), where V (λ) = {v : αv = λv}. This is caconical (one of
the three useless words: arbitrary(anything), canonical(only one choice), uni-
form(you can choose, but it doesn’t really matter)), in the sense that it depends
on α alone (and nothing else).
There is no canonical eigenbasis of V : must choose basis in each V (λ).

We know that in char 0 every representation V decomposes as ⊕niVi, Vi irre-
ducible, ni ≥ 0. How unique is this?

We have this wishlist (4.7):
(a) Uniqueness: for each V there is only one way to decompose V as above.
However, this doesn’t work obviously.
(b) Isotypes: for each V , there exists a unique collection of subrepresentations
U1, ..., Uk s.t. V = ⊕Ui and, if Vi ⊆ Ui and V ′j ⊆ Uj are irreducible subrepresen-
tations, then Vi ∼= V ′j iff i = j.

(c) Uniqueness of factors: If ⊕ki=1Vi
∼= ⊕ki=1V

′
i with Vi, V

′
i irreducible, then

k = k′, and ∃π ∈ Sk such that V ′π(i)
∼= Vi (Krull-Schimdt theorem). For (b),(c)

see Teleman section 5.

Lemma. (4.8)
Let V, V1, V2 be G−spaces over F .
(i) HomG(V, V1 ⊕ V2) ∼= HomG(V, V1)⊕HomG(V, V2);
(ii) HomG(V1 ⊕ V2, V ) ∼= HomG(V1, V )⊕HomG(V2, V );

Proof. (i) Let πi : V1 ⊕ V2 → Vi be G-linear projections onto Vi, with kernel
V3−i (i = 1, 2).
Consider

HomG(V, V1 ⊕ V2)→ HomG(V, V1)⊕HomG(V, V2)

φ→ (π1φ, π2φ)

This map has inverse (ψ1, ψ2)→ ψ1 + ψ2). Check details.
(ii) The map φ→ (φ|V1

, φ|V2
) has inverse (ψ1, ψ2)→ ψ1π1 + ψ2π2.

Lemma. Let F be algebraically closed, V = ⊕n1Vi a decomposition of G-space
into irreducible summands. Then, for each irreducible representation S of G,

#{j : Vj ∼= S} = dimHomG(S, V )

where # means ’number of times’. This is called the multiplicity of S in V .

Proof. Indunction on n. n = 0, 1 are trivial.
If n > 1, V = ⊕n−11 Vi ⊕ Vn. By (4.8) we have

dimHomG(S,⊕n−11 Vi ⊕ Vn) = dimHom(S,⊕n−11 Vi) + dimHomG(S, Vn)︸ ︷︷ ︸
Schur’s lemma
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Definition. (4.10)
A decomposition of V as ⊕Wj where each Wj

∼= nj copies of irreducible repre-
sentations Sj (each non-isomorphic for each j) is the canonical decomposition or
the decomposition into isotypical components Wj . For F algebraically closed,
nj = dimHomG(Sj , V ).



5 CHARACTER THEORY 19

5 Character theory

We want to attach invariants to representation ρ of a finite group G on V . Matrix
coefficients of ρ(g) are basis dependent, so not true invariants.
Let’s take F = C, G finite, ρ = ρV : G→ GL(V ) be a representation of G.

Definition. (5.1)
The character χρ = χV = χ is defined as χ(g) = tr ρ(g) = trR(g) where R(g) is
any matrix representation of ρ(g) w.r.t. any basis.
The degree of χV is dimC V .
Thus χ is a function G→ C. χ is linear (not a universal name) if dimV = 1, in
which case χ is a homomorphism G→ C∗ (= GL1(C)).
χ is irreducible if ρ is; χ is faithful if ρ is; and, χ is trivial, or principal, if ρ is
the trivial representation (2.6). We write χ = 1G in that case.
χ is a complete invariant in the sense that it determines ρ up to isomorphism –
see (5.7).

Theorem. (5.2, first properties)
(i) χV (1) = dimC V ; (clear: tr In = n)
(ii) χV is a class function, via it is conjugation-invariant:

χV (hgh−1) = χV (g)∀g, h ∈ G

Thus χV is constant on conjugacy classes.
(iii) χV (g−1) = χV (g), the complex conjugate;
(iv) For two representations V,W , χV⊕W = χV + χW .

Proof. (ii) χ(hgh−1) = tr(RhRgR
−1
h ) = tr(Rg) = χ(g).

(iii) Recall g ∈ G has finite order, so we can assume ρ(g) is represented by a
diagonal matrix Diag(λ1, ..., λn). Then χ(g) =

∑
λi. Now g−1 is represented by

the matrix Diag(λ−11 , ...λ−1n ), and hence χ(g−1) =
∑
λ−1i =

∑
λ̄i = χ(g) (since

λi’s are roots of unity – since gk = 1 for some k!(I mean an exclamation mark
here to express surprise) and by homomorphism we know that).
(iv) Suppose V = V1 ⊕ V2, ρi : G → GL(Vi), ρ : G → GL(V ). Take basis
B = B1∪B2 of V w.r.tB, ρ(g) has matrix of block formDiag([ρ1(g)]B1 , [ρ2(g)]B2)
and as χ(g) is the trace of the above matrix, it is equal ot tr ρ1(g) + tr ρ2(g) =
χρ1(g) + χρ2(g).

Remark. We see later that χ1, χ2 character of G implies that χ1χ2 is also a
character of G: uses tensor products, see (9.6).

Lemma. (5.3)
Let ρ : G→ GL(V ) be a copmlex representation affording the character χ (i.e.
χ is a character of ρ). Then |χ(g)| ≤ χ(1), with equality iff ρ(g) = λI for some
λ ∈ C, a root of unity. Moreover, χ(g) = χ(1) iff g ∈ ker ρ.

Proof. Fix g. W.r.t. basis of V of eigenvalues ρ(g), the matrix of ρ(g) is
Diag(λ1, ..., λn). Hence |χ(g)| = |

∑
λj | ≤

∑
|λj | =

∑
1 = dimV = χ(1).

Equality holds iff all λj are equal (to λ, say).
If χ(g) = χ(1), then ρ(g) = λι has χ(g) = λχ(1).
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Lemma. (5.4)
(a) If χ is a complex irreducible character of G, so is χ̄;
(b) Under the same assumption, so is εχ for any linear character ε of G.

Proof. If R : G → GLn(C) is a complex irreducible representation then so is
R̄ : G → GLn(C) by g → R̄(g). Similarly for R′ : g → ε(g)R(g) for g ∈ G.
Check the details.

Definition. (5.5)
C(G) = {f : G→ C : f(hgh−1) = f(g)∀h, g ∈ G}, the C-space of class functions
(we call it a space since f1 + f2 : g → f1(g) + f2(g), λf : g → λf(g) are still in
C(G)), so this is a vector space.
Let k = k(G) be the number of ccls of G. List the ccls C1, ..., Ck. Conventionally
we choose g1 = 1, g2, ..., gk, representatives of the ccls (hence C1 = {1}). Note
that dimC C(G) = k (the characteristic functions δj of each ccl which maps any
element in the ccl to 1 and others to 0 form a basis).
We define Hermitian inner product on C(G):

〈f, f ′〉 =
1

|G|
∑
g∈G

f(G)f ′(g)

=
1

|G|

k∑
j=1

|Cj |f(gj)f
′(gj)

=

k∑
j=1

1

|CG(gj)
f(gj)f

′(gj)

using |Cx| = |G : Cg(x)|, where Cx is the ccl of x, CG(x) is the centraliser of x.
For characters

〈χ, χ′〉 =
∑ 1

|CG(gj)|
χ(g−1j )χ′(gj)

is a real symmetric form (in fact, 〈χ, χ′〉 ∈ Z – see later).

Theorem. (5.6)
The C-irreducible characters of G form an orthonormal basis of C(G). Moreover,
(a) If ρ : G → GL(V ), ρ′ : G → GL(V ′) are irreducible representations of G
affording characters χ, χ′ respecitvely, then

〈χ, χ′〉 =

{
1 ρ, ρ′ are isomorphic representations
0 otherwise

we call this ’row orthogonality’.
(b) Each class function of G can be expressed as a linear combination of G.
This will be proved later in section 6.

Corollary. (5.7)
Complex representations of finite groups are characterised by their characters.
We emphasise on finiteness here: for example, G = Z, consider 1→ I2, 1→

(
1 1
0 1

)
are non-isomorphic but have same character.
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Proof. Let ρ : G→ GL(V ) be representation affording χ (G finite over C). (3.3)
says

ρ = m1ρ1 ⊕ ...⊕mkρk

where ρ1, ..., ρk are irreducible, and mj ≥ 0. Then mj = 〈χ, χj〉 where χj is
afforded by ρj : we have χ = m1χ1+ ...+mkχk, but the ρi’s are orthonormal.

Corollary. (5.8, irreduciblility criterion)
If ρ is C-representation of G affording χ, then ρ irreducible ⇐⇒ 〈χ, χ〉 = 1.

Proof. Forward is just the statement of orthonormality. Conversely, assume
braχ, χ〉 = 1. Now take a (complete) decomposition of ρ and take characters of
it we get χ =

∑
mjχj with χj irreducible and mj ≥ 0. Then

∑
m2
j = 1. Hence

χ = χj for some j (since the mj ’s are obviously integers), so is irreducible.

Corollary. (5.9)
If the irreducible C-representations of G are ρ1, ..., ρk have dimensions n1, ..., nk,
then

|G| =
k∑
i=1

n2i

Proof. Recall from (3.5), ρreg;G → GL(CG), the regular representation G of
dimension |G| (where CG is just a G-space with basis {eg : g ∈ G} and any
h ∈ G permutes the eg: eg → ehg).
Let πreg be its charcter, the regular character of G.
Claim 1: πreg(1) = |G|, πreg(h) = 0 if h 6= 1.
This is clear: take h ∈ G, h 6= 1, then we always have 0 down the diagonal since
h permutes things around, so the trace is 0; if h = 1 then we have an identity
matrix so trace is dim ρ = |G|.
Claim 2: πreg =

∑
njχj with nj = χj(1).

This is because
nj = 〈πreg, χj〉

=
1

|G|
∑
g∈G

πreg(g)χj(g)

=
1

|G|
· |G|χj(1) = χj(1)

(all the other πreg(g) are zero by claim 1).
Our corollary is then obvious by just calculating |G| = πreg(1).

Corollary. (5.10)
Number of irreducible characters of G (up to equivalence) = k (=number of
ccls).

Corollary. (5.11)
Elements g1, g2 ∈ G are conjugate iff χ(g1) = χ(g2) for all irreducible characters
of G.
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Proof. Forward: characters are class functions;
Backward: Let δ be the characteristic function of the class of g1. In particular,
δ is a class function, so can be written as a linear combination of the irreducible
characters of G. Hence δ(g2) = δ(g1) = 1, so g2 ∈ CG(g1).

In the end let’s introduce a good friend which will be around for the next few
lectures:
Recall from (5.5), the inner product on C(G) and the real symmetric form 〈, 〉
on characters:

Definition. The character table of G is the k × k matrix (where k is the
number of ccls) X = [χi(gj)], the ith character on the jth class, where we let
χ1 = 1G, χ2, ..., χk are the irreducible characters of G, and C1 = {1}, ..., Ck are
the ccls with gj ∈ Cj (as we defined in 5.5).
So the (i, j)th entry of X is just χi(gj).

Example. (5.13)
(a) C3 = 〈x : x3 = 1〉. The character table is

1 x x2

χ1 1 1 1
χ2 1 ω ω2

χ3 1 ω2 ω

where ω = e2πi/3.
(b) G = D6

∼= S3 = 〈r, s : r3 = s2 = 1, sr−1 = r−1〉.
ccls of G: C1 = {1}, C2 = {r, r−1, C3 = {s, sr, sr2}. We have 3 irreducible
representations over C: 1G (trivial); S (sign): x→ 1 for x even, x→ −1 for x
odd; and W (2-dimensional): sri acts by matrix with eigenvalues ±1; rk acts by
the matrix

cos 2kπ/3 − sin 2kπ/3
sin 2kπ/3 cos 2kπ/3

so χw(sri) = 0 ∀j, χw(rk) = 2 cos 2kπ/3 = −1 ∀k. So the charactable is:

C1 C2 C3
1G 1 1 1
χs 1 −1 1
χw 2 0 −1
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6 Proofs and orthogonality

We want to prove(5.6): irreducible characters form orthonormal basis for the
space of C-class functions.

Proof. (of 5.6 (a))
Fix bases of V and V ′. Write R(g), R′(g) for matrices of ρ(g), ρ′(g) w.r.t. these
bases, respectively. Then

〈χ′, χ〉 =
1

|G|
χ′(g−1)χ(g)

=
1

|G|
∑

g∈G,i,j s.t.1≤i≤n′,1≤j≤n

R′(g−1)iiR(g)jj

the trick is to define something that annhilates almost the whole thing. Let
φ : V → V ′ be linear and define

φ̃ : V → V ′

v → 1

|G|
∑
g∈G

ρ′(g−1)φρ(g)v

We claim that this is a G-homomorphism: if h ∈ G, let’s calculate

ρ′(h−1)φ̃ρ(h)(v) =
1

|G|
∑
g∈G

ρ′(gh)−1φρ(gh)(v)

=
1

|G|
∑
g′∈G

ρ′(g′−1)φρ(g′)(v)

= φ̃(v)

(when g runs through G, gh runs through G as well). So (2.8) is satisfied, i.e. φ
is a G-homomorphism.

Case 1: ρ, ρ′ are not isomorphic. Schur’s lemma says φ̃ = 0 for any given
linear φ : V → V ′. Take φ − εαβ , having matrix Eαβ (w.r.t our basis).
This is 0 everywhere except 1 in the (α, β)-position. Then ˜εαβ = 0. So
1
|G|
∑
g∈G(R′(g−1)EαβR(g))ij = 0. So 1

|G|
∑
R′(G−1)iαR(g)βj = 0 ∀i, j, with

α = i, β = j. Now 1
|G|
∑
g∈GR

′(g−1)iiR(g)jj = 0 sum over i, j. Then 〈χ′, χ〉 = 0.

Case 2: ρ, ρ′ isomorphic. So χ = χ′; take V = V ′, ρ = ρ′. If φ : V → V is linear
endomorphism, we claim trφ = tr φ̃:

tr φ̃ =
1

|G|
∑
g∈G

tr(ρ(g)−1φρ(g)) =
1

|G|
∑
g∈G

trφ = trφ

By Schur’s lemma, φ̃ = λιV for some λ ∈ C (depending on φ). Then λ = 1
n trφ.

Let φ = εαβ . So trφ = δαβ . Hence ˜εαβ = 1
nδαβιv = 1

|G|
∑
g∈G ρ(g

−1)εαβρ(g).

In terms of matrices, take (i, j)-entry: 1
|G|
∑
j R(g−1)iαR(g)βj = 1

nδαβδij ∀i, j.
Put α = i, β = j to get 1

|G|
∑
g R(g−1)iiR(g)jj = 1

nδij . Finally sum over i, j to

get 〈χ, χ〉 = 1.
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Before proving (b), let’s prove column orthogonality:

Theorem. (6.1, column orthogonality relations)

k∑
i=1

χi(gj)χi(gl) = δjl|CG(gj)|

having an easy corollary

Corollary. (6.2)

|G| =
∑k
i=1 χ

2
i (1).

Proof. (of (6.1))
δij = 〈χi, χj〉 =

∑
χi(gl)χj(gl)/|CG(gl)|. Consider the character table X =

(χi(gj)). Then X̄D−1XT = Ik×k where D = Diag(|CG(g1)|, ..., |CG(gk)|).
Since X is quare, it follows that d6−1X̄T is the inverse of X, so X̄TX = D.

Proof. (of (5.6(b)))
The χi generate CG. Let all the irreducible characters χ1, ..., χl of G: claim these
generate CG, the C-space of class functions on G. It’s enough to show that the
orthogonal complement to span{χ1, ..., χl} in CG is {0}. To see this, assume
f ∈ CG with 〈f, χj〉 = 0∀j. Let ρ : G → GL(V ) be irreducible representation
affording χ ∈ {χ1, ..., χl}. Then 〈f, χ〉 = 0.
Consider

1

|G|
∑
G

f(g)ρ(g) : V → V

This is a G-homomorphism, so as ρ is irreducible, it must be λι for some λ ∈ C.
Now

nλ = tr
1

|G|
∑
g

f(g)ρ(g)

=
1

|G|
∑
g

f(g)χ(g) = 0 = 〈f, χ〉

So λ = 0. Hence
∑
f(g)ρ(g) = 0, the zero endomorphism on V for all represen-

tations ρ (complete reducibility).

Take ρ = ρreg where ρreg(g) : e1 → eg (g ∈ G). So∑
g

f(g)ρreg(g) : e1 →
∑
g

f(g)eg

So it follows
∑
g f(g)eg = 0. So f(g) = 0∀g ∈ G, so f ≡ 0.

Variuous corollaries now follow:
• The number of irreducible representations of G = number of ccls; (5.10)
• Column orthogonality (6.1);
• |G| =

∑
n2i (6.2);

• g1
∼
G g2 ⇐⇒ χ(g1) = χ(g2) for all irreducible χ (5.11);

• If g ∈ G, g
∼
G g−1 ⇐⇒ χ(g) ∈ R for all irreducible χ.
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7 Permutation representations

Preview was given in (3.7). Recall: • G finite group acting on finite set X =
{x1, ..., xn};
• CX = C-space, with basis {ex1

, ..., exn} of dimension |X|, so is {
∑
j ajexj :

aj ∈ C};
• corresponding permutation representation ρX : G → GL(CX) by g → ρ(g),
where ρ(g) sends exj → egxj , extending linearly.
• ρX is the permutation representation corresponding to the action of G on X.
• matrices representing ρX(g) w.r.t. basis {ex}x∈X are permutation matrices: 0
except for one 1 in each row and column, and (ρ(g))ij = 1 iff gxj = xi. Consider
its character:

(7.1) Permutation character, πX , is

πX(g) = |FixX(g)| = |{x ∈ X : gx = x}|.

(7.2) ρX always contains 1G: span{ex1
+ ...+ exn} is a trivial G-subspace of CX

with G-invariant complement span{
∑
axex :

∑
ax = 0}.

Lemma. (7.3, Burnside’s lemma, after Cauchy, Frobenius) 〈πX , 1〉 = number
of orbits of G on X.

Proof. If X = X1 ∪ ... ∪Xl disjoint union of orbits, then πX = πX1
+ ...+ πXl ,

with πXj permutation character of G on Xj , so to prove the claim it’s enough
to show that if G is transitive on X then 〈πX , 1〉 = 1. Assume G is transitive on
X. Now

〈πX , 1〉 =
1

|G|
∑
g

πX(g) =
1

|G
|{(g, x) ∈ G×X : gx = x}|

=
1

|G|
∑
x∈X
|Gx| =

1

|G|
|X||Gx| =

1

|G|
|G| = 1

(Note the use of orbit-stabilizer theorem).

Lemma. (7.4)
Let G act on the sets X1, X2. Then G acts on X1×X2 via g(x1, x2) = (gx1, gx2).
The character πX1×X2

= πX1
πX2

and so 〈πX1
, πX2

〉 = number of orbits of G on
X1 ×X2.

Proof. If g ∈ G then πX1×X2
(g) = πX1

(g)πX2
(g). And we have

〈πX1
, πX2

〉 = 〈πX1
πX2

, 1〉 = 〈πX1×X2
, 1〉 = (7.3) number of orbits of G on X1 ×X2.

Definition. (7.5)
Let G act on X, |X| > 2. Then G is 2-transitive on X if G has precisely two
orbits on X ×X : {(x, x) : x ∈ X} and {x1, x2) : xi ∈ X,x1 6= x2}.
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Lemma. (7.6)
Let G act on X, |X| > 2. Then πX = 1 + χ with χ irreducible ⇐⇒ G is
2-transitive on X.

Proof. πX = m11 + m2χ2 + ... + mlχl with 1, χ2, ..., χl distinct irreducible
characters and mi ∈ N. Then

〈πX , πX〉 =

l∑
i=1

m2
i

hence G is 2-transitive on X ⇐⇒ l = 2,m1 = m2 = 1.

Example. (7.7)
Consider Sn acting on X = {1, ..., n} which is 2-transitive. Hence πX = 1 + χ
with χ irreducible of degree n− 1. Similarly for An (n > 3).

Example. (7.8)
Consider G = S4.

Last lecture we were talking about using column orthogonality to find χ5. Indeed
we have

χreg = χ1 + χ2 + 3χ3 + 3χ4 + 2χ5

So we can use this to find χ5. Also, S4/V4 ∼= S3 by ’lifting’ – see next chapter.

7.1 Alternating groups

Suppose g ∈ An. In 1A we’ve known that |CSn(g)| = |Sn : CSn(g)| and |CAn(g)| =
|An : CAn(g)|.
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These are not necessarily equal. For example, σ = (123) ∈ A3, A3(σ) = {σ},
but S3(σ) = {σ, σ−1}.

Lemma. (7.9)
Let g ∈ An. Then if g commutes with some odd permutation in Sn then
CSn(g) = CAn(g); otherwise CSn(g) splits into two ccls in An of equal size.

For example, consider G = A4, so |G| = 12.

Note that if we ignore the second row and first column, the table becomes
identical to that of C3

∼= G/V4. This is not a coincident, and is actually called
lifting.



8 NORMAL SUBGROUPS AND LIFTING CHARACTERS 28

8 Normal subgroups and lifting characters

Lemma. (8.1)
Let N / G. Let ρ̃ : G/N → GL(V ) be a representation of G/N . Then

ρ : G
canonical−−−−−−→ G/N

ρ̃−→ GL(V )

g → ρ̃(gN)

is a representation of G, where ρ(g) := ρ̃(gN). Moreover, ρ is irreducible iff ρ̃ is
irreducible.

The corresponding characters satisfy χ(g) = χ̃(gN). We say that χ̃ lifts to χ.
The lifting χ̃→ χ is a bijection between irreducible representations of G/N and
irreducible representations of G with N in ker.

Well this looks like Q4/Q12 in the first example sheet.

Proof. Note χ(g) = tr(ρ(g)) = tr(ρ̃(gN)) = χ̃(gN)∀g, and χ(1) = χ̃(N). SO
have some degree (?).

Bijection: if χ̃ is a charcter of G/N -representation and χ is its lift to G, then
χ(N) = χ(1). Also, if k ∈ N then

χ(k) = χ̃(kN) = χ̃(N) = χ(1)

So N ≤ kerχ.

Now let χ be character of G with N ≤ kerχ. Suppose ρ : G→ GL(V ) affords χ.
Define

ρ̃ :G/N → GL(V )

gN → ρ(g)

Check this is well-defined (uses N ≤ kerχ) and ρ̃ is homomorphism, hence gives
representation of G/N . If χ̃ is the character of ρ̃ then χ̃(gN) = χ(g) ∀g ∈ G. So
χ̃ lifts to χ.
Check irreducibility.

Lemma. (8.2)
The derived subgroup, G′ = 〈[a, b], a, b ∈ G〉 of G is the unique minimal normal
subgroup of G s.t. G/G′ is abelian, i.e. G/N is abelian =⇒ G′ ≤ N and
Gab = G/G′ is abelian, where Gab is the abelianisation of G.
G has precisely l = |G/G′| representations of dim 1, all with kernel containing
G′ and obtained by lifting from G/G′. In particular, l||G|.

Proof. G′ / G is an easy exercise.

Let N / G. Let h, g ∈ G, so

g−1h−1gh ∈ N ⇐⇒ (gh)N = (hg)N

[g, h] ⇐⇒ (gN)(hN) = (hN)(gN)
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So G′ ≤ N ⇐⇒ G/N is abelian. Since G′ / G we deduce G/G′ is abelian.

By (4.5), G/G′ has exactly l irreducible characters χ̃1, ..., χ̃l all of degree 1.
The lifts of these to G also have degree 1 and by (8.1) these are precisely
the irreducible characters χi of G s.t. G′ ≤ kerχi. But any linear character
of G is a homomorphism χ : G → C∗, hence G′ ≤ kerχ (χ(ghg−1h−1) =
χ(g)χ(h)χ(g−1χ(h)−1 = 1), so the χ1, ..., χl are all the linear characters of
G.

Examples:
(a) If G = Sn, show s′n = An. Thus since G/G′ ∼= C2, Sn must have exactly two
linear characters.
(b) Consider G = A4. We’ve seen previously that this can be lifted from C3

using (8.1),(8.2).

Lemma. (8.4)
G is not simple iff χ(g) = χ(1) for some irreducible character χ 6= 1G and some
1 6= g ∈ G.
Any normal subgroup of G is the intersection of the kernels of some of the
irreducible characters of G:

N =
⋂
i

kerχi

Proof. If χ(g) = χ(1) for some non-trivial irreducible character χ (afforded by ρ,

say). Then g ∈ ker ρ (5.3), so if g 6= 1, then 1 6= ker ρ
/

6= G.

If 1 6= N
/

6= G, take irreducible χ̃ of G/N , χ̃ non-trivial. Lift to get an irreducible
χ, afforded by ρ of G, then N ≤ ker ρ / G. So χ(g) chi(1) for g ∈ N .
We claim that, if 1 6= N /G, then N is the intersection of the kernels of the lifts
of all the irreducibles of G/N .
≤ is clear from (8.1). If g ∈ G \N , then gN 6= N . so χ̃(gN) 6= χ̃(N) for some
irreducible χ̃ of G/N . Lifting χ̃ to χ, we have χ(g) 6= χ(1).

Recall kerχ = {g ∈ G : χ(g) = χ(1)}. (5.3) : g ∈ kerχ ⇐⇒ g ∈ ker ρ.
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9 Dual spaces and tensor products of represen-
tations

Recall (5.5):
• C(G) is C-space of class functions on G;
• endowed with irreducible product, dim C(G) = k, orthonormal basis of irre-
ducible characters of G (5.6)l
• there exists an involution (ring homomorphism of order 2): f → f∗ where
f∗(g) = f(g−1).

Lemma. (9.1)
Let ρ : G → GL(V ), representation over F , and let V ∗ = HomF (V, F ), dual
space of V . Then V ∗ is a G-space under

(ρ∗(g)φ)(v) = φ(ρ(g−1)v)

called the dual representation to ρ. Its charcater is χρ∗(g) = χρ(g
−1).

Proof.
ρ∗(g1)(ρ∗(g2)φ)(v) = (ρ∗(g2)φ)(ρ(g−11 )(v))

= φ(ρ(g−12 )ρ(g−11 )v)

= φ(ρ(g1g2)−1(v))

= (ρ∗(g1g2)φ)(v)

So this is a representation. For its character, fix g ∈ G and let e1, ..., en be basis
of V of eigenvectors of ρ(g), say ρ(g)ej = λjej . Let ε1, ..., εn be dual basis. We
claim that ρ∗(g)εj = λ−1j εj :

(ρ∗(g)εj)(ei) = εj(ρ(g−1)ei) = εjλ
−1
i ei = λ−1j εjei∀i

So χρ∗(g) =
∑
λ−1j = χρ(g

−1).

Definition. (9.2)
ρ : G → GL(V ) is self-dual if V ∼= V ∗ (as G-spaces). Over C, this holds iff
χρ(g) = χρ(g

−1) (= χρ(g)) ∀g, iff χρ(g) ∈ R for all g.

Exercise: all irreducible representations of Sn are self-dual (the ccls are deter-
mined by cycle type, so g, g−1 are always Sn-conjugate. Not always true for
An.

9.1 tensor products

Let V,W be F−spaces, dimV = m, dimW = n. Fix bases v1, ..., vm and
w1, ..., wn of V,W respectively. The tensor product space V ⊗F W is an nm-
dimensional F -space with basis {vi ⊗ wj : 1 ≤ i ≤ m, 1 ≤ j ≤ n}. Thus
(a) V ⊗W = {

∑
i,j λijvi ⊗ wj : λij ∈ F} with ’obvious’ addition and scalar

multiplication;
(b) If v =

∑
i αivi ∈ V , w =

∑
j βjwj ∈W , define v ⊗ w :=

∑
i,j αiβj(vi ⊗ wj).
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Remark. Not all elements of V ⊗W are of this form: some are combinations,
e.g. v1 ⊗ w1 + v2 × w − 2, which can’t be further simplified. (like entangled)

Lemma. (9.3)
(i) For v ∈ V , w ∈W , λ ∈ F , (λv)⊗ w = λ(v ⊗ w) = v ⊗ (λw);
(i) If x1, x2, x ∈ V , y1, y2, y ∈W , then

(x1 + x2)⊗ y = (x1 ⊗ y) + (x2 ⊗ y),

x⊗ (y1 + y2) = (x⊗ y1) + (x⊗ y2)

Proof. (i) v =
∑
αivi, w =

∑
βjwj . Then just multiply out everything we get

the desired equality. (ii) is similar.

Lemma. (9.4)
If {e1, ..., em} is a basis of V , {f1, ..., fn} is a basis of W , then {ei ⊗ fj : 1 ≤ i ≤
m, 1 ≤ j ≤ n} is a basis of V ⊗W .

Proof. Writing vk =
∑
i αikei, wl =

∑
j βjlfj , we have

vk ⊗ wl =
∑

αikβjlei ⊗ fj

Hence {ei ⊗ fj} spans V ⊗W and, since we have nm of them, they form a
basis.

Remark. One can define V ⊗W in a basis-independent way in the first place,
see Teleman chapter 6.

Proposition. (9.5)
Let ρ : G → GL(V ), ρ′ : G → GL(V ′) be representations of G. Define
ρ⊗ ρ′ : G→ GL(V ⊗ V ′) by

(ρ⊗ ρ′)(g) :
∑

λijvi ⊗ wj →
∑

λijρ(g)vi ⊗ ρ′(g)wj

Then ρ⊗ ρ′ is a representation of G with character

χρ⊗ρ′(g) = χρ(g)χρ′(g)∀g ∈ G

Hence product of two characters of G is still a character of G.

Proof. On Tuesday.

(After lecture 11: this is the first notes to get beyond 1000 lines!)

Remark. (9.6)
Sheet 1, Q2 says ρ irreducible, ρ′ of degree 1, then ρ⊗ ρ′ irreducible; if ρ′ is not
of deg 1 this is usually false.
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Proof. (of 9.5)
It’s clear that (ρ⊗ρ′)(g) ∈ GL(V ⊗V ′) ∀g ∈ G and so ρ⊗ρ′ is a homomorphism
G → GL(V ⊗ V ′). Let g ∈ G. Let V1, ..., vm be basis of V of eigenvectors of
ρ(g); let w1, ..., wn be a basis of V ′. Say:

ρ(g)vj = λjvj , ρ
′(g)wj = µjwj

Then
(ρ⊗ ρ′)(g)(vi ⊗ wj) = ρ(g)vi ⊗ ρ′(g)wj

= λivi ⊗ µjwj
= (λiµj)(vi ⊗ wj)

So χρ⊗ρ′(g) =
∑
i,j λiµj = (

∑
λi)(

∑
λj) = χρ(g)χρ′(g)

Now work over C. Take V = V ′ and define V ⊗2 = V ⊗ V .
Let

τ :
∑

λijvi ⊗ vj →
∑

λijλj ⊗ vi

which is a linear G-endomorphism of V ⊗2, s.t. τ2 = 1 (so eigenvalues ±1).

Definition. (9.7)

S2V = {v ∈ V ⊗2 : τ(x) = x},
∧2V = {x ∈ V ⊗2 : τ(x) = −x}

known as the symmetric square of V and exterior square of V respectively.

Lemma. (9.8)
S2V and ∧2V are G-subspaces of V ⊗2 and V ⊗2 ∼= S2V ⊗ ∧2V . S2V has basis
{vivj := vi ⊗ vj + vj ⊗ vi : 1 ≤ i ≤ j ≤ n}, and ∧2V has basis {vi ∧ vj :=
vi ⊗ vj − vj ⊗ vi : 1 ≤ i < j ≤ n}. Hence we have dimS2V = 1

2n(n + 1) and
dim∧2V = 1

2n(n− 1).

Proof. Exercise in linear algebra.
To show V ⊗2 is reducible, write x ∈ V ⊗2 as x = 1

2 (x + τ(x)) + 1
2 (x − τ(x)),

which is in S2V and ∧2V respectively.

In fact, V ⊗2, V ⊗3 = V ⊗ V ⊗ V , ...,etc. are never irreducible if dimV > 1.

Lemma. (9.9)
If ρ : G→ GL(V ) is a representation affording character χ, then χ2 = χS + χ∧
where χs (= S2χ) is the character of G in the subrepresentation S2V , and χ∧
(= ∧2χ) is the character of G in the subrepresentation ∧2V . Moreover, for g ∈ G,

χs(g) =
1

2
(chi2(g) + χ(g2)), χ∧(g) =

1

2
(χ2(g)− χ(g2)).

Proof. Let’s compute the characters χs, χ∧. Fix g ∈ G. Let v1, ..., vn be a basis
of eigenvectors of ρ(g), say ρ(g)vi = λivi (we drop the ρ to write gvi = λivi for
simplicity below). Then

gvivj = λiλjvivj

gvi ∧ vj = λiλjvi ∧ vj
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Hence χs(g) =
∑

1≤i≤j≤n λiλj and χ∧(g) =
∑

1≤i<j≤n λiλj . Now,

(χ(g))2 = (
∑

λi)
2

=
∑

λ2i + 2
∑
i<j

λiλj

= χ(g2) + 2
∑
i<j

λiλj

= χ(g2) + 2χ∧(g)

So χ∧(g) = 1
2 (χ2(g) − χ(g2)). But χ2 = χs + χ∧ so we get the expression for

χs(g).

Example. (9.10)
Consider our usual example G = S4 (see 7.8).
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Notice that ∧2χ3 = χ̄3 (irreducible since 〈χ∧, χ∧〉 = 1),
S2χ3 = 1 + χ3 + χ5: The inner product is 3 and it contains 1 ,χ3, so the one
left is χ5.

Characters of G×H (seen in (4.5) for abelian groups):

Proposition. (9.11)
If G,H are finite groups with irreducible characters χ1, ..., χk and ψ1, ..., ψr
respectively, then the irreducible characters of the direct product G × H are
precisely {χiψj : 1 ≤ i ≤ k, 1 ≤ j ≤ r}, where χiψj(g, h) = χi ∗ g(ψj(h).

Proof. If ρ : G→ GL(V ), ρ′ : H → GL(W ) affording χ and ψ respectively, then

ρ⊗ ρ′ :G×H → GL(V ⊗W )

(g, h)→ ρ(g)⊗ ρ′(h) vi ⊗ wj → ρ(g)vi ⊗ ρ′(h)wj

is a representation of G×H on V ⊗W by (9.5), and χρ⊗ρ′ = χψ, again by (9.5).
We claim that χiψj are distinct and irreducible:

〈χiψj , χrψs〉G×H =
1

|G×H|
∑
(g,h)

χiψj(g, h)χrψs(g, h)

= (
1

|G|
χi(g)χr(g))(

1

|H|
∑
h

ψj(h)ψs(h))

= δirδjs

...tbc.
Let’s complete on χiψj being distinct and irreducible:
Complete set:

∑
i,j(χiψj)(1)2 =

∑
i χi(1)2

∑
j ψj(1)2 = |G||H| = |G×H|
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9.2 Symmetric and extreior powers

Let V be a vector space, dimF V = d, with basis {v1, ..., vd}. Let V ⊗n =
V ⊗ ...⊗V , with basis {vi1⊗ ...⊗vin : (i1, ..., in) ∈ {1, ..., d}n}, so dimV ⊗n = dn.

Sn-action: for any σ ∈ Sn, we can define linear map

σ :V ⊗n → V ⊗n

v1 ⊗ ...⊗ vn →vσ−1(1) ⊗ ...⊗ vσ−1(n)

for v1, ..., vn ∈ V , permuting posutums of vectors in a tensor.

For example, (12)(v1⊗ v2⊗ v3) = v2⊗ v1⊗ v3, (13)(v2⊗ v1⊗ v3) = v3⊗ v1⊗ v2.

Check that this defines a representation of Sn on V ⊗n (extended linearly).

G-action: given representation ρ : G→ GL(V ), then the action of G on V ⊗n is

ρ⊗n(g) : v1 ⊗ ...⊗ vn = ρ(g)v1 ⊗ ...⊗ ρ(g)vn

extended linearly, and this commutes with the Sn-action. We can decompose
V ⊗n as Sn-module, and each isotypical component (4.?) is G-invariant subspace
of V ⊗n. In particular:

Definition. (9.12)
For G-space V , define
(i) the nth symmetric power of V , SnV = {x ∈ V ⊗n : σ(x) = x∀σ ∈ Sn};
(ii) the nth exterior power of V , ∧nV = {x ∈ V ⊗n : σ(x) = sign(σ)x∀σ ∈ Sn}.
Both are G-subspaces of V ⊗n, but for n > 2, SnV ⊕ ∧nV � V ⊗n, so in general
there are lots of others for the Sn-action.

(9.13) See Sheet 3 Q7 for bases of SnV , ∧nV and their characters.

9.3 Tensor algebra

Take charF = 0.

Definition. (9.14)
Let TnV = V ⊗n. The tensor algebra of V is TV := ⊕n≥0TnV , T 0V = F .
This is F -space and is a (non-commutative) graded ring with product x ∈ TnV ,
y ∈ TmV , x · y = x⊗ y ∈ Tn+mV .
There are two graded quotient rings

SV = TV/(ideal generated by all U ⊗ V − V ⊗ U)

∧V = TV/ ideal generated by all V ⊗ V

called the symmetric algebra and exterior algebra respectively.

Definition. (9.15)
The 2-submodule of C(G) spanned by irreducible characters of G is the character
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ring of G, R(G). Elements of R(G) are called generalised/virtual characters if
ψ =

∑
nχχ, nχ ∈ Z correspondingly.

• R(G) is a commutative ring and any generalised character is a difference of
two characters, ψ = α− β:
α =

∑
nχ≥0 nχχ, β = −

∑
nχ<0 nχχ.

The {χi} form a Z-basis for R(G) as a free Z-module.
• Suppose ψ is virtual character and 〈ψ,ψ〉 = 1 and ψ(1) > 0. Then ψ is actually
the character of an irreducible representation of G.
List irreducible characters of G: χ1, ..., χk, ψ =

∑
niχi; orthonormality says

〈ψ,ψ〉 =
∑
n2i , so

∑
n2i = 1, meaning ni = ±1 for exactly one i and nj = 0 for

j 6= i. Since ψ(1) > 0, we must have ni = +1.
• Henceforth we don’t distinguish between a character and its negative and we
often study generalised characters of norm 1 rather than irreducible characters.
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10 Restriction and induction

Throughout we set H ≤ G, F = C.

Definition. (10.1, restriction)
Let ρ : G → GL(V ) be representation affording χ. We can think of V as a
H-space by restricting attention to h ∈ H. We then get

ResGHρ :H → GL(V )

This is sometimes written as ρH or ρ ↓H , the restriction of ρ to H. It affords
the character ResGHχ = χH = χ ↓H .

Lemma. (10.2)
If ψ is any non-zero character of H ≤ G, then there exists irreducible charcater
χ of G s.t. 〈ResGHχ, ψ〉H 6= 0. We say ψ is a constituent of ResGHχ.

Proof.

0 6= |G|
|H|

ψ(1) = 〈πreg ↓H , ψ〉 =

k∑
1

degχi〈χi ↓H , ψ〉

where ψi are irreducible characters of G.

Lemma. (10.3)
Let χ be irreducible character of G, and let ResGHχ =

∑
cIχi with χi irreducible

characters of H, ci ∈ Z≥0. Then∑
c2I ≤ |G : H|

with equality iff χ(g) = 0 ∀g ∈ G \H.

Proof. ∑
c2i = 〈ResGHχ,ResGHχ〉H =

1

|H|
∑
h∈H

|χ(h)|2

But

1 = 〈χ, χ〉G =
1

|G|
∑
g∈G
|χ(g)|2

=
1

|G|
(
∑
h∈H

|χ(h)|2 +
∑

g∈G\H

|χ(g)|2)

=
|H|
|G|

∑
c2i +

1

|G|
∑

g∈G\H

|χ(g)|2

︸ ︷︷ ︸
≥0

So
∑
c2i ≤ |G : H|, with equality holds iff χ(g) = 0. ∀g ∈ G \H.

Example. Let G = S5, H = A5. This has 7 representations of degree
1, 1, 4, 4, 5, 5, 6 respectively, where if we restrict to H, the two representations of
degree 1, 4, 5 combines into one of the same degree respectively; however, the
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degree 6 representation splits into two irreducible representations of degree 3.
In the first case we have χ(g) 6= 0 somewhere outside H; for the degree 6 repre-
sentation, χ(g) = 0 ∀g ∈ S5 \A5. All restrictions are irreducible if |G : H| = 2
which is the case here. Fact: χ ↓H all constituents have same degree if H / G
(Janes-Liebeck, chapter 20).

Let’s talk about induced characters.

Definition. (10.4)

If ψ ∈ C(H), define IndGHψ(g) = 1
|G|
∑
χ∈G ψ̊(x−1gx), where

˚ψ(g) =

{
ψ(g) g ∈ H
0 g 6∈ H

We also write IndGHψ(g) as ψ ↑G= ψG.

Lemma. (10.5)
If ψ ∈ C(H) then IndGHψ ∈ C(G) and IndGHψ(1) = |G : H|ψ(1).

Proof. This is clear, noting that IndGHψ(1) = 1
H

∑
ψ̊(1) = |G : H|ψ(1).

Let n = |G : H|. Let 1 = t1, t2, ..., tn be a left transversal of H in G (complete
set of coset representatives), so that t1H = H, t2H, ..., tnH are precisely the n
left cosets of H in G.

Lemma. (10.6)
Given left transversal as above,

IndGHψ(g) =

n∑
i=1

ψ̊(t−1i gti)

Proof. For h ∈ H, ψ̊((tih)−1g(tih)) = ψ̊(t−1i gti) as ψ is a class function on
H.

Theorem. (10.7, Frobenius reciprocity)
H ≤ G. ψ is a class function for H, φ is a class function for G. Then

〈ResGHφ︸ ︷︷ ︸
in C(H)

, ψ〉H = 〈φ, IndGHψ︸ ︷︷ ︸
in C(G)

〉G

Proof. We want to show 〈φH , ψ〉H = 〈φ, ψG〉G:

〈φ, ψG〉 =
1

|G|
∑
g∈G

φ(g)ψG(g) =
1

|G||H|
∑
g,x∈G

φ(g)ψ̊(x−1gx)

Put y = x−1gx. The above then equals

1

|G||H|
∑
x,y∈G

φ(y)ψ̊(y) =
1

|H|
∑
y∈G

φ(y)ψ̊(y)
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which is independent of x, and then equals

1

|H|
∑
y∈H

φ(y)ψ(y) = 〈φH , ψ〉H

Corollary. (10.8)
If ψ is a character of H, then IndGHψ is a character of G.

Proof. Let χ be an irreducible character of G. Then

〈IndGHψ, χ〉 = 〈ψ,ResGHχ〉 ∈ Z≥0
since ψ and ResGHχ are characters. Hence IndGHψ is a linear combination of
irreducible charcaters with non-negative coefficients, hence a character.

Lemma. (10.9)
Let ψ be a character of H ≤ G, and let g ∈ G. Let

CG(g) ∪H =

m⋃
i=1

CH(xi)

(disjoint union), where the xi are representatives of the H-ccls of elements of H
conjugate to g.
If m = 0, then IndGHψ(g) = 0. Otherwise

IndGHψ(g) = |CG(g)| ·
m∑
i=1

ψ(xi)

|CH(xi)|

Proof. Assume m > 0. Let Xi = {x ∈ G : x−1gx ∈ H and is conjugate
in H to xi} ∀1 ≤ i ≤ m. The Xi are pairwise disjoint, and their union is
{x ∈ G : x−1gx ∈ H}. By definition,

IndGHψ(g) =
1

|H|
∑
α∈G

ψ̊(x−1gx)

=
1

|H|

m∑
i=1

∑
x∈Xi

ψ(x−1gx)

=
1

|H|

m∑
i=1

∑
x∈Xi

ψ(xi)

=

m∑
i=1

|Xi|
|H|

ψ(xi)

and evaluate |Xi||H| to get what we want... although a bit tedious: Fix 1 ≤ i ≤ m
and choose some gi ∈ G s.t. g−1i ggi = xi so ∀c ∈ CG(g) and h ∈ H,

(cgih)−1g(cgih) = h−1g−1i c−1gcgih

= h−1g−1i c−1cggih

= h−1g−1i ggih

= h−1xih ∈ H
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i.e. cgih ∈ Xi, hence CG(g)giH ⊆ Xi;

Convserly, if x ∈ Xi then x−1gx = h−1xih = h−1(g−1i ggi)h for some h ∈ H; thus
xh−1g−1i ∈ CG(g). So x ∈ CG(g)gih ⊆ CG(g)giH. Conclude Xi = CG(g)giH,
thus

|Xi| = |CG(g)giH| =
|CG(g)||H|

|H ∩ g−1i CG(g)gi

(see notes at end). Finally g−1i CG(g)gi = CG(g−1i ggi) = CG(xi). Thus

|Xi| = |H : H ∪ CG(xi)||CG(g)|
= |H : CH(xi)||CG(g)|

Thus,
|Xi|
|H|

=
|H : CH(xi)||CG(g)|

|H|

=
|CG(g)|
|CH(xi)|

for each 1 ≤ i ≤ m.

Note: if H,K ≤ G, a double coset of H and K in G is a set HgK = {hgk : h ∈
H, k ∈ K} for some g ∈ G.

Facts:
• two double cosets are either disjoint or equal;

• |HgK| = |H||K|
|H∩gKg−1 = |H||K|

|g−1Hg∩K| (prove this: it’s a bit like |HK|).

Example. Consider H = C4 = 〈(1234〉 ≤ G = S4, of index 6. Char of induced
representation IndGH(α) wher |alpha is faithful 1-dim representation of C4. If
α((1234)) = i, then char of α is (1 i − 1 i) for (1), (1234), (13)(24), (1432). The
induced representation of S4, we know IndS4

C4
χα evaluates to 6 at (1) (by (10.5))

and to 0 at (12) and (123).
For (12)(34) only one of the three elements of S4 it’s conjugate to, lies in H,
namely (13)(24). So IndGHχα((12)(34)) = 8(−1/4) = −2.
For (1234), it is conjugate to 6 elements of S4 of which two are in C4, namely
(1234) and (1432). So IndGHχα(1234) = 4( i4 −

i
4 ) = 0.

10.1 Induced representations

Let H ≤ G, of index n. Let 1 = t1, t2, ..., tn transversal, i.e. H, t2H, ..., tnH are
left cosets of H. Let W be a H-space.

Lemma. (10.10)
IndG{1}1 = ρreg.

Definition. (10.11) Let V := W ⊕ t2 ⊗W ⊕ ...⊕ tn ⊗W =
⊕

ti
ti ⊗W , where

ti ⊗W = {ti ⊗ w : w ∈W}. So dimV = n dimW . We write V = IndGHW .
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G-action: Let g ∈ G. ∀i∃ unique j with t−1j gti ∈ H (namely tjH is the coset
containing gti). You got to understand where did this g come from, otherwise
you can’t make progress. Define

g(ti ⊗W ) = tj ⊗ ((t−1j gti)w)

We drop ⊗ from now. Check this is a G-action. Then

g1(g2tiw) = g1(tj(t
−1
j g2ti)w)

= tl((t
−1
l g1tj)(t

−1
j g2ti)w)

= tl(t
−1
l (g1g2)ti)w = (g1)(g2)(tiw)

where j and l are the unique ones such that g2tiH = tjH and g1tjH = tlH.

It has the ’right’ character: g : tiw → tj (t−1j gti︸ ︷︷ ︸)∈Hw, so the contribution to

the character is 0 unless j = i, i.e. if t−1i gti ∈ H, in which case it contributes
ψ(t−1i gti). So

IndGHψ(g) =

m∑
1

ψ̊(t−1i gti) (10.6)

Remark. (10.12)
There is Frobenius Reciprocity,

HomH(W,ResGHV ) ∼= HomG(IndGHW,V )

naturally as vector spaces (W is a H-space, V is a G-space).

Lemma. (10.13)
(i) IndGH(W1 ⊕W2) ∼= IndGHW1 ⊗ IndGHW2;
(ii) dim IndGHW = |G : H|dimW .
(iii) If H ≤ K ≤ G, then IndGKInd

K
HW

∼= IndGHW .
(lecture had (10.10) here because he missed it previously, and labelled (iii) as
(iv) while (10.10) as (iii)).

Proof. (10.10):

IndGHψ(g) =
n∑
i=1

ψ̊(t−1i gti)

=

n∑
1

1̊H(e−1i gti)

= |{i : t−1i gti ∈ H}|
= |{i : g ∈ tiHt−1i }| = |fixX(g)| = πX

Remark. 〈ψX , 1G〉G = 〈IndGH1H , 1G〉G = 〈1H , 1H〉 = 1 as predicted in chapter
7.
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11 Frobenius groups

Theorem. (11.1, Frobenius theorem, 1891)
Let G be a transitive permutation group on a finite X, say |X| = n. Assume
that each non-identity element of G fixes at most one element of X. Then

K = {1} ∪ {g ∈ G : gα 6= α∀α ∈ X}

is a normal subgroup of G of order n.
Note that G is necessarily finite, being isomorphic to a subgroup of SX .

Proof. (method of exceptional characters, due to M. Isaacs - chapter 7 books)
We have to show K / G. Let H = Gα the stabiliser of α ∈ X for some α ∈ X,
i.e. gGαg

−1 = Ggα. Conjugates of H are stabiliers of single elements of X. No
two conjugates can share a non-identity elment (by hypothesis), so H has n
distinct conjugate, and G itself has n(|H| − 1) elements that fix exactly one
element of X. But |G| = |X||H = n|H| (X and G/H are isomorphic (because
transitive action) as G-sets). Hence |K| = |G| − n(|H| − 1) = n. Let 1 6= h ∈ H.
Suppose h = ghg−1 for some g ∈ G, h′ ∈ H. Then h lies in both H = Gα and
gHg−1 = Ggα; by hypothesis gα = α, hence g ∈ H. Therefore, the ccls in G of
h is precisely the ccls in H. Similarly oif g ∈ CG(h), then h = ghg−1 ∈ Ggα and
hence g ∈ H. We conclude CG(h) = CH(h) (1 6= h ∈ H). Every element of G
either belongs to K or lies in one of the n stabilisers, each of which is conjugate
to H. So evergy element of G \K is conjugate with a non-identity element of H.
So {1, h2, ..., ht, y1, ..., yu} (the representations of H-ccls and representations of
ccls of G which comprise K \ {1} respectively) is a set of ccls reps for G.

Take θ1 = 1G. {1H = ψ1, ..., ψt} be irreducible characters of H. Fix 1 ≤ i ≤ t.
Then, if g ∈ G, we know

IndGHψi(g) =

 |G : H|ψi(1) = nψi(1) g = 1
ψi(hj) g = hj(2 ≤ j ≤ t)
0 g = yk(1 ≤ k ≤ u)

where in the second case we appeal to CG(hj) = CH(hj) and (10.9). Now fix
some 2 ≤ i ≤ t and put θi = ψGi − ψi(1)ψG1 + ψi(1)θ1 ∈ R(G) by (9.15). Values
for 2 ≤ j ≤ t, 1 ≤ k lequ:
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Now calculate

〈θi, θi〉 =
1

|G|
∑
g∈G
|θi(g)|2

=
1

|G|

∑
g∈K
|θi(g)|2 +

∑
α∈X

∑
16=g∈Gα

|θi(g)|2


=
1

|G|
(nψ2

i (1) + n
∑

1 6=h∈H

|θi(h)|)2

=
1

|H|
∑
h∈H

|ψi(h)|2

= 〈ψi, ψi〉
= 1

As ψi is irreducible. So (by (9.15)), either θi or −θi is a character. Since θi(1) > 0,
it’s +θi, an actual character. Let θ =

∑t
i=1 θi(1)θi. Column orthogonality

gives θ(h) =
∑t
i=1 ψi(1)ψi(h) = 0 (1 6= h ∈ H), and for any y ∈ K, θ(y) =∑t

i=1 ψ
2
i (1) = |H|. Hence

θ(g) =

{
|H| g ∈ K
0 g 6∈ K

So K = {g ∈ G : θ(g) = θ(1)} / G.

Definition. (11.2)
A Frobenius group is a group G having subgroup H s.t. H ∩gHg−1 = 1 ∀g 6∈ H.
H is the Frobenius complement of G.

Proposition. (11.3)
Any finite Frobenius group satisfies the hypothesis of (11.1). The normal
subgroup K is a Frobenius Kernel of G.
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Proof. Let G be Frobenius, with complement H. Then action of G on G/H is
transitive and faithful. Furthermore, if 1 6= g ∈ G fixes both xH and yH, then
g ∈ xHx−1 ∩ yhy−1 =⇒ H ∩ (y−1x)H(y−1x)−1 6= 1 =⇒ xH = yH.

Example: If p, q distinct primes, p ≡ 1 (mod q), the unique non-abelian group of
order pq is a Frobenius group (see James-Liebeck chapter 25 or Teleman chapter
11).

Remarks:
• Thompson (thesis, 1959) proved any finite group having fixed point free
automorphism of prime power order is nilpotent. This implied that in finite
Frobenius group, K is nilpotent (iff K is a direct product of its sylow subgroups).
• There is no profo of (11.1) known in which character theory is not required.
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12 The missing lecutre: Mackey Theory

Let’s work over C. Mackey Theory describes restriction to a subgroup K ≤ G of
an irreducible representation IndGHW . Here K,H are unrelated, but usually we
take K = H, in which case we can characterise when IndGHW is irreducible. (?)

Special case: W = 1H (trivial H-space of dimension 1). Then IndGHW is the
permutation representation of G on G/H (by 10.10, action on left cosets of H
in G).

Recall: if G is transitive on a set X and H = Gα for some α ∈ X, then the
action of G on X is isomorphic to the action of G on G/H, namely

g · α↔ gH (12.1)

∈ X ∈ G/H

is a well-defined bijection and commutes with G-actions (x(gα) = (xg)α ↔
x(gH) = (xg)H).

Consider the action of G on G/H and let K ≤ G. G/H splits into K-orbits:
these correspond to double cosets KgH = {KgH : k ∈ K,h ∈ H}, namely the
K-orbit containing gH contains precisely all kgH with k ∈ K (bunches of some
gH cosets together).

Notation. (12.2)
K\G/H is the set of (K,H)-double cosets; they partition G. Note that
|K\G/H| = 〈πG/K, πG/H〉 as in (7.4). Let S be the set of representations.

Clearly GgH = gHg−1, so KgH = gHg−1 ∩K = Hg.

So by (12.1), the action of K on the orbit containing gH is isomorphic to the
action of K on K/Hg. From this, using IndGH1H = C(G/H) and, if X = ∪Xi a
decomposition into orbits, then CX = ⊕iCXi, we get

Proposition. (12.3)
G is a finite group, H,K ≤ G. Then

ResGKInd
G
H1 ∼= ⊕g∈SIndKgHg−11

I think this is some application:
Let S = {g1 = 1, g2, ..., gr} be s.t. G = ∪iKgiH. Write Hg = gHg−1 ∩ K
(≤ K). (ρ,W ) is representation of H. For g ∈ G, define (ρg,Wg) to be the
representation of Hg with the same underlying vector space W , but now the
Hg-action is ρg(x) = ρ(h), where x ∈ gHg−1. Since Hg ≤ K, we obtain an
induced represntation IndGHgWg from this.

Theorem. (12.4) (Mackey’s restriction formula)
G finite, H,K ≤ G and W H-space. Then

ResGKInd
G
HW = ⊕g∈SIndKHgWg

as K-modules.
We’ll prove this later.
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Corollary. (12.5, character version of (12.4))
If ψ is a character of a representation of H, then

esGKInd
G
Hψ =

∑
g3S

IndKHgψg

where ψg is the character of Hg given as ψg(x) = ψ(g−1xg).

Corollary. (12.6, Mackey’s irreducibility criterion)
Let H ≤ G, W be a H-vector space. Then V = IndGHW is irreducible iff
(i) W is irreducible;
(ii) for each g ∈ S \H, the two Hg- spaces Wg and ResHHgW have no irreducible

consitutnets in common (they’re ’disjoint’ representations).

Proof. Let W afford character ψ. Recall W irreducible ⇐⇒ 〈ψ,ψ〉 = 1. Take
K = H in (12.4), so Hg = gHg−1 ∩H. Then

〈IndGHψ, IndGHψ〉G = 〈ψ,ResGHIndGHψ〉H

by (10.7), then by (12.5) is equal to∑
g∈S
〈ψIndHHgψg〉H =

∑
g∈S
〈ResHHgψ,ψg〉Hg

= 〈ψ,ψ〉H +
∑

g∈S,g 6∈H

dg

where dg = 〈ResHHgψ,ψg〉 (g 6= 1).

For g = 1 we have Hg = H, hence we get a sum of non-negative integers which

is ≥ 1. So IndψH is irreducible iff 〈ψ,ψ〉 = 1 and all the other terms in the sum
are 0. In other words, W is irreducible representation of H and ∀g 6∈ H, W and
Wg are disjoint representations of H ∩ gHg−1.

Remark. Set S of representations was arbitrary, so could demand g ∈ G \H in
(ii) but in fact suffices to check for g ∈ S \H.

Corollary. (12.7)
If H / G, assume ψ is an irreducible character of H. Then IndGHψ is irreducible
⇐⇒ ψ is distinct from all its conjugates ψg for all g ∈ G\H (ψg(h) = ψ(ghg−1)).

Proof. Again take K = H, noting double cosets ≡ left cosets. Also, Hg = H
∀g (as H / G). Moreover, Wg is irreducible since W is irreducible. So by (12.6),
IndGHW is irreducible precisely when W 6∼= Wg ∀g ∈ G \H. This is equivalent
to ψ 6= ψg.

Remark. Again could check conditions on a set of representatives.

Proof. (of 12.4)
Write V = IndGHW . Fix g ∈ G. Now V is a direct sum of x⊕W with x running
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through representations of left cosets of H in G (10.11). V = ⊕x∈Jx⊗W .
Consider a particular coset KgH = K\G/H. The terms

V (g) = ⊕x rep of H in G,x∈KgHx⊗W

forms a subspace invariant under the action of K (it’s a direct sum of an orbit of
subspaces permuted by K). Now viewing V as a K-space (forget G-structure),
ResGKV = ⊕g∈SV (g), so we need to show V (g) = IndKHgWg as K-spaces for each
g ∈ S.

Now, StabK(g ⊗ W ) = {k ∈ K : kg ⊗ W = g ⊗ W} = {k ∈ K : g−1kg ∈
StabG(1⊗W ) = H} = K ∩ gHg−1 (= Hg). This implies if x = kgh, x′ = k′gh′,
then x⊗W = x′ ⊗W iff k, k′ lie in same coset in K/Hg, hence V (g) is direct
sum ⊕k∈K/Hgk ⊗ (g ⊗W ). Therefore, as a representation of K, this subspace is

V (g) ∼= IndKHg (g ⊗W )

But g ⊗W ∼= Wg as a representaiton of Hg (w → g ⊗W is an isomorphism).
Putting everything together we are done.
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13 Integrality in the group algebra

Definition. (13.1)
a ∈ C is an algebraic integer if: a is a root of a monic polynomial in Z[x].
Equivalently, the subring of C generated by Z[a] = {f(a) : f(x) ∈ Z[x]} is a
finitely generated Z-module.

Fact 1: The algebraic integers form a subring of C (see number fields);
Fact 2: If a ∈ C is both an algebraic integer and a rational number, then it’s an
integer (see number fields);
Fact 3: Any subring of C which is a finitely-generated Z-module consists of
algebraic integers.

Proposition. (13.2)
If χ is character of G and g ∈ G, then χ(g) is an algebraic integer.

Proof. χ(g) is a sum of nth roots of unity (n = |g|). Each root of unity is an
algebraic integer, and any sum of algebraic integers is an algebraic integer by
fact 1.

Corollary. There are no entries in the chracter rables of any finite group which
are rational but not integers, by Fact 2.

13.1 The centre of CG

Recall from (2.4), the group algebra CG = {
∑
αgg : αg ∈ C} of finite group, the

C-space with basis G. Also a ring, hence a finite-dimensional C-algebra.

List {1} = C1, ..., Ck the G-ccls. Define the class sums:

Cj =
∑
g∈Cj

g ∈ CG

Claim, each Cj ∈ Z(CG), the centre of CG (Note: this is not the same as
C(Z(G))!).

Proposition. (13.3)
C1, ..., Ck is a basis of Z(CG). There exist non-negative integers aijl (1 ≤ i, j, l ≤
k) with

CiCj =
∑
l

aijlCl

These are called the class algebra constants for Z(CG).

Remember last time we had Cj =
∑
g∈Cj g (=

∑r
k=1 x

−1
k gjxk). We claimed that

c1, ..., ck are basis for Z(CG). Let’s now prove it.
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Proof. Check that gCjg
−1 = Cj ∀g ∈ G. So Cj ∈ Z(CG). Clear that the Cj

are linearly independent (because the CJ are pairwise disjoint). Now suppose
z ∈ Z(CG), z =

∑
g∈G αgg. Then ∀h ∈ G we have αh−1gh = αg. So the function

g → αg is constant on G-conjugacy classes. Wrigting αg = αj for g ∈ Cj , then

z =
∑k

1 αjCj . Finally, Z(CG) is a C-algebra, so CiCj =
∑k
l=1 aijl︸︷︷︸

∈C

Cl, as the Cl

span. We claim aijl ∈ Z≥0 ∀i, j, l: Fix gl ∈ Cl. Then

aijl = number of{(x, y ∈ Ci × Cj : xy = gl} ∈ Z≥0

Definition. (13.4)
Let ρ : G→ GL(V ) be an irreducible representation over C, affording character
χ. Extend by linearity to ρ : A = CG → EndCV , an algebra homomorphism.
Any homomorphism of algebras A→ EndV is called a representation of A. A
central character of A is a ring homomorphism Z(A)→ C. Let z ∈ Z(CG). Then
ρ(z) commutes with all |rho(g) (g ∈ CG), so by Schur’s lemma, ρ(z) = λzI for
some λz ∈ C. Now consider the algebra homomorphism ωχ = ω : Z(CG)→ C
by z → λz. Now ρ(Ci) = ω(Ci)I, so, taking traces,

χ(1)ω(Ci) =
∑
g∈Ci

χ(g) = |Ci|χ(gi)

where gi is a representation of Ci. So ω(Ci) = χ(gi)
χ(1) |Ci|.

Lemma. (13.5)

The values ω(Ci) = χ(g)
χ(1) |Ci| are algebraic integers.

Proof. Since ω is an algebra homomorphism and using (13.3),

ω(Ci)ω(Cj) =

k∑
l=1

aijlω(Cl)

where aijl ∈ Z≥0. Thus the span {ω(Cl) : 1 ≤ l ≤ k} is a subring of C and is a
finitely-generated abelian group, so by Fact 3, consists of algebraic integers.
[A bit of explanations:

ω(Ci)ω(Cj) =
∑

aijlω(Cl)

ω(Ci)

ω(C1)
...

ω(Ck)

 = (aijk)

ω(C1)
...

ω(Ck)


ω(Ci) is eigenvalue of the integer matrix (aijl) so an algebraic integer by
definition.]

Exercise (Burnside, 1911):
Show that aijl can be obtained from the charcater table. In fact, ∀i, j, l,

aijl =
|G|

|CG(gi)||CG(gj)|

k∑
s=1

χs(gi)χs(gj)χs(g
−1
l )

χs(1)
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for gi ∈ Ci, 1 ≤ i ≤ l.
(proof uses column orthogonality, JL 30.4).

Theorem. (13.6)
The degree of any irreducible charcaters of G divides |G|.

Proof. Given irreducible charcater χ, apply orthogonality,

|G|
χ(1)

=
1

χ(1)

∑
g∈G

χ(g)χ(g−1)

=
1

χ(1)

k∑
i=1

|Ci|χ(gi)χ(g−1i )

=

k∑
i=1

|Ciχ(gi)

χ(1)
χ(g−1i )

where in the last summand, the first fraction is an algebraic integer by (13.5),
and χ(g−1i ) is sum of roots of unity so an algebraic integer. LHS is clearly also
rational, so it’s an integer.

Example. (13.7)
(a) If G is a p-group, then χ(1) is a p-power (χ irreducible). In particualr, if
|G| = p2, then χ(1) = 1 (since we already have a trivial character – the idea is
actually similar to the proof in Groups 1A), hence G abelian.
(b) If G = Sn then every prime dividing the degree of an irreducible charcater of
G also divides n!.

Theorem. (13.8, Burnside, 1904)

If χ is irreducible, then χ(1)| |G||Z| .
The proof is left as an exercise. As a hint, it uses tensor products.
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14 Burnside’s theorem

Theorem. (14.1)
Let p, q be primes, let |G| = paqb, where a, b ∈ Z≥0, with a+ b ≥ 2. Then G is
not simple.

Proof. The theorem gollows from 2 lemmas. We will prove this on Saturday.

Remark. (1) In fact, even more is true: G is soluble.
(2) Result is best possible, in the sense that |A5| = 60 = 22 · 3 · 5 has 3 prime
factors, and is simple (actually there are 8 non-soluble groups of order paqbrc

for p, q, r primes).
(3) If either a or b is 0 then G is a p group, so is nilpotent, so soluble.
(4) In 1963, Feit and Thompson proved that every group of odd order was soluble.
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